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ABSTRACT: An optimal control methodology is applied to the goal of lowering polydis-
persity while increasing conversion in polymerization reactions. An illustration using
initiator, heat, and monomer flux control profiles for free-radical polymerization of
styrene in a plug flow reactor is provided and compared with available experimental
data. The design calculations use a kinetic model that includes the gel effect. The
reactor designs show that distributed initiator, heat, and monomer fluxes along the
length of the reactor lower the polydispersity of the styrene polymers and increase
conversion for a given reaction time. The monomer flux maintains a nearly constant
monomer concentration in the reactor. The initiator and heat fluxes are highly corre-
lated. The temperature rises as a result the heat flux; but the initiator flux results in
a lower initiator concentration relative to the initiator cofeed case. At a reaction time of
120 min, a conversion of 44% and a polydispersity of 1.73 have been achieved. The
theoretical designs, although not proven to be globally optimal, are of high quality.
© 2002 Wiley Periodicals, Inc. J Appl Polym Sci 85: 2922–2928, 2002
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INTRODUCTION

Polymer syntheses are carried out by a remark-
able variety of processes. Most high-performance
polymers, and almost all high-value polymer are
made by batch processes. One reason is that a
long reaction time may be required to convert
monomer to polymer. To allow such residence

times in continuous reactors, a very large capac-
ity or long units would be required, at enormous
capital expense. For this reason, significant work
has been done to optimize polymerization pro-
cesses so that they may be done in a continuous
fashion.1–4 None of the these efforts have at-
tempted to optimize the distribution of energy
and/or mass along the reactor length. As a conse-
quence, the polymer yields from any particular
reactor design represent a lower bound on what
might be achieved. Thus, it is desirable to explore
the improved polymer yields from an optimal de-
sign of distributed energy and input chemical flux
along the length of the reactor.
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The homogeneous free-radical polymerization
of styrene has been used as a model reaction for
studying polymer reactors,1,2 as it is a well-under-
stood process with accurate kinetic and thermo-
dynamic data available.1,2,5 In addition, Wallis et
al.4 showed that production of quality polystyrene
for industrial purposes in a tubular reactor is
feasible and reproducible. The aim of this article
is to show that special designs of initiator, heat,
and monomer fluxes along the length of a tubular
plug flow reactor (PFR) may produce a polymer of
a desired average molecular weight with as nar-
row a molecular weight distribution as possible
while maintaining the highest possible conver-
sion. Here, we apply a previously developed opti-
mal control methodology for a PFR with variable
heat and mass fluxes along the reactor’s length.
This methodology has been applied to complex
reaction mechanisms, and high-quality solutions
were obtained.6 Whereas the reactor model used
here is similar to the one in that paper, the chem-
ical model has been replaced with a polymeriza-
tion mechanism that incorporates the gel effect to
account for the decrease in the termination rate
caused by the increased viscosity that results
from high conversion.

In this article, the reactor model is presented
and an optimal control design is demonstrated to
improve on a design that does not incorporate
distributed control. The applicability of the pro-
cess for laboratory implementation is also dis-
cussed. The optimal control formulation is pre-
sented in the Appendix.

MODELING

Physical Formulation of the Flow Reactor

A PFR was chosen as the basic reactor configura-
tion. The PFR is a cylinder with constant cross-
sectional area and length L. Control is imple-
mented through chemical and/or heat flux
through the side wall of the reactor as a function
of the position l along its length. The reactions are
described by the production rate wi of the i-th
species, i � 1, 2, . . . , n. The control variables are
the fluxes of species i, denoted as ji (mass/length
� time), and the heat flux, q (energy/length
� time), as a function of position l. The mass
fraction of species i in the reactor is denoted as
xi(l), and the total mass flow rate is F(l).

The following assumptions were made in mod-
eling the PFR: (1) steady one-dimensional plug

flow, (2) instantaneous radial mixing, (3) no dif-
fusion along the axis of the reactor, and (4) adia-
batic reaction conditions. To make the assump-
tions realistic, the ratio of the length of the reac-
tor to its radius was chosen to be � 25.

As there are two sources of material flowing
into the system (a cofeed and an axial mass flux),
the total mass balance for the flow rate is given in
eq. (1):

F�l� � F�0� � �
0

l �
i�1

n

jidl. (1)

By taking a differential control volume at po-
sition l and balancing the input and output mass
and energy, we can arrive at the equations gov-
erning the composition in the reactor. Consider-
ing the conservation of mass, the species balance
equation is

Fxi � jidl � widl � �F �
dF
dl dl��xi �

dxi

dl dl�
� �F � �

i�1

n

jidl��xi �
dxi

dl dl� . (2)

The first term on the left represents the amount
of the i-th species flowing into the control volume.
The second and third terms, respectively, repre-
sent the amount of the species influx added from
the side of the reactor and the amount produced
or consumed in chemical reactions within the vol-
ume. Taking the infinitesimal limits of dxi and dl,
we arrive at the mass conservation equation

dxi

dl �
1
F �wi � xi�

k�1

n

jk � ji�. (3)

A similar approach may be used to derive the
energy conservation equation

T�
i�1

n

CpiFxi � �T0�
i�1

n

Cpi ji � q�dl � �
i�1

n

Hfiwidl

� �T � dT���
i�1

n �F �
dF
dl dl��xi �

dxi

dl dl�Cpi�
� �T �

dT
dl dl���

i�1

n

�F � �
i�1

n

jidl�

� �xi � �1
F�wi � xi�

k�1

n

jk � ji��dl�Cpi� , (4)
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where q is the heat influx, Hfi
is the heat of for-

mation of species i, and Cpi
is the corresponding

specific heat. T0 is the temperature of the influxed
species. Taking the infinitesimal limits of dxi and
dl leads to the energy conservation equation

dT
dl �

1

F�
i�1

n

Cpixi

��T0 � T��
i�1

n

Cpi ji

� �
i�1

n

Hfiwi � T�
i�1

n

Cpiwi � q�. (5)

Polymerization Model

The polymerization mechanism2,3,7–11 consisted
of the following key steps:

Initiation IO¡
kd

2Rc; (6)

Rc � M O¡
kp1

Ri; (7)

Propagation Rr � MO¡
kp

Rr�1; (8)

Chain Transfer

to monomer Rr � MO¡
ktm

Pr � R1; (9)

to solvent Rr � SO¡
kts

Pr � S*; (10)

Termination

combination Rr � RsO¡
ktc

Pr�s; (11)

disproportionation Rr � RsO¡
ktd

Pr � Ps. (12)

Here, I represents the initiator, M is the monomer
(styrene), S is the solvent, Rr is a growing polymer
of length r, and Pr is a dead polymer of length r.
Rc is a radical that is formed from the initiator,
and S* is a radical fragment of the solvent. The
rate constants used are given in Table I.2,3,7,8

Yamada et al.7,10,11 have shown that the rate of
propagation for polystyrene radicals remains con-

stant over a polymerization range of 40 � Rr
� 410. In addition, they have also demonstrated
that the propagation rate remains constant at
higher conversion. Because of the increased vis-
cosity that results from increases in the molecular
weight of polymer chains, the termination rate
does not remain constant but decreases, leading
to the gel effect. The gel effect has been incorpo-
rated into the mechanism by considering the ef-
fective rate of termination, kt as a function of
monomer conversion, m:

kt � ktc � ktd, � At exp��Ea/RT�g2�m�, (13)

where ktc and ktd are the recombination and dis-
proportionation termination constants, respec-
tively, and

g�m�

� �1 as 0 � m � m1

0.5093 � 2.4645m � 3.7473m2 as m � m1
,

(14)

where m1 is the monomer conversion at which the
gel effect is appreciable and is equal to 0.3 in our
model.8,12

Thermodynamic data for heat capacity and
heat of formation of styrene were taken from the
work of Gaur and Wunderlich5 by a fit of the data
in Table 3 of their work. The initiator efficiency f,
the probability factor for a primary radical to
undergo reaction with a monomer, rather than
combine with another radical and form a “dead”
product,3 is set equal to 0.6.

COMPUTATIONAL STUDIES

The reactor design was applied to a reference case
and a test problem where initiator, heat, and

Table I Rate Parametersa

kd � 1.58 	 1015 exp[�30800/RT]s�1

kp1 � 1.255 	 109 exp[�1680/RT]
kp � 1.051 	 107 exp[�7060/RT]

ktm � 2.31 	 106 exp[�12670/RT]
kts � 5.92 	 108 exp[�17210/RT]
ktc � 9.98 	 105

ktd � 1.10 	 107 exp[�3750/RT]

a Rate constant units not shown are L s�1 mol�1. Activa-
tion energies are in calories.
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monomer fluxes were optimized. In the optimiza-
tion example, an effective strategy for finding a
cost functional minimum involved making several
calculations with increasingly demanding objec-
tives. The optimal flux profiles of the previous
simulation were found to be good initial points for
subsequent calculations. The computer code em-
ployed for these simulations has performed well
in previous applications.6,13,14 It is important to
note that this work serves to show the general
significance of optimally controlling polymer syn-
thesis rather than attempting to corroborate any
specific reaction mechanism or experiment.

The average iteration took about 53 minutes of
CPU time on an R4000 IRIS Indigo. Although
global optimality could not be guaranteed, it is
evident that good-quality solutions were obtained
using the proposed algorithm. In the examples,
the length of the PFR in which the polymerization
takes place is L � 100 cm, with a cross-sectional
area of 40 cm2.

The results for the reference case are shown in
Figure 1. The experimental data shown are from
Blavier and Villermaux.2 The initial monomer
concentration is 6.65 mol L�1. The initiator used
is Azo-bis-isobutyronitrile (AIBN), and its initial
concentration is 0.0333 mol L�1. The solvent is
cyclohexane with an initial concentration of 2.22
mol L�1. The temperature is 348 K. Both conver-
sion and polydispersity are in close agreement
with the experimental data. After 120 minutes,
the reference case shows a conversion of 37% and
a polydispersity of 1.97.

Figure 2 shows the results for an optimized
simulation. The initial concentrations of mono-
mer and solvent are identical to the reference
case. There is no cofeed of initiator, and the initial
temperature is 346 K. The desired chain length is
200 units, and a penalty is used that increases
away from the desired length. The distributed
control of the initiator, heat, and monomer results
in the conversion increasing to 44% and the poly-
dispersity decreasing to 1.74 in comparison with
the reference case. Such a decrease in the poly-
dispersity is quite significant. It is noteworthy
that most nonliving radical polymerizations give
broad polydispersities, typically 2–5; with consid-
eration of the gel effect, polydispersity can be as
high as 5–10.15

The total amount of monomer fluxed into the
reactor is 0.35 of the monomer cofeed. The extra
flux serves to keep the monomer concentration
roughly constant, thereby increasing conversion.
In addition, the monomer flux reduces the chance

of two chains colliding and terminating, which
lowers the polydispersity. The initiator and heat
flux are closely correlated. Optimizations of the
initiator and heat alone did not result in signifi-
cant improvements for a given residence time and
desired chain length. The use of a heat flux to
raise the temperature, however, can lower the
polydispersity for a given residence time and de-
sired chain length if the initiator addition is op-
timized as well. The total initiator added to the
reactor is then lowered to 0.53 of the initiator
cofed in the reference case. The distributed na-
ture of the initiator flux in the first part of the
reactor, combined with the distributed monomer
flux, keeps the initiator concentration roughly
constant in the first part of the reactor and helps
lower the polydispersity and increase the conver-
sion.

The residence time of 120 minutes and chain
length of 200 U have been chosen arbitrarily to

Figure 1 Results based on experimental conditions
with no optimization: (a) monomer conversion as a
function of time; and (b) Mn (solid line) and Mw (broken
line) as a function of time. Solid lines are simulation
results, points are experimental data. All experimental
data are from Blavier and Villermaux.2
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demonstrate the principles of optimal control.
Similar results may be obtained for other resi-
dence times and chain lengths. The resulting
fluxes also have similar shapes to the fluxes pre-
sented in Figure 2.

CONCLUSIONS AND REMARKS

The optimal control of polymer synthesis in a PFR
has been considered with an illustration for the
free-radical polymerization of styrene. It was
shown that optimally designed initiator, heat,
and monomer fluxes along the length of the reac-
tor can increase conversion and decrease polydis-

persity. As global optimality was not guaranteed,
even better results may be achievable.

It is important to emphasize that the method-
ology employed in this work is general and may be
used in various polymerization processes includ-
ing catalyzed polymerizations and reactions that
do not necessarily involve radicals. Optimal con-
trol will yield results that are at least as attrac-
tive as those achieved by conventional reactor
design.

In the laboratory, the theoretical solutions pre-
sented in this article can serve as starting points
for a reactor with feedback to refine the control
design. The output performance of the reactor
would be fed to a learning algorithm, to in turn

Figure 2 Results from optimization of initiator, monomer and heat: (a) monomer
conversion as a function of time; (b) Mn and Mw as a function of time; (c) optimized
monomer flux as a function of time; (d) optimized initiator flux as a function of time, (e)
temperature profile; and (f ) heat flux as a function of time.
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design the next experiment in a repeated se-
quence. This self-optimization is independent of
the model assumptions that were used in the
theoretical work and will therefore bring forth the
most refined synthesis products.

APPENDIX

Optimal Control Formulation

The goal is to manipulate j and q, the input fluxes,
so as to approach the optimal composition vector
x while obeying conservation eq. (3) and (5). Sat-
isfaction of dynamic constraints imposed by mass
and energy conservation is assured by introduc-
ing Lagrange multipliers.

The objective function J (xi, ji, q, T) for the
optimal control problem can be formulated in
many ways, but it is desirable that J be a smooth
and convex function that is bounded from below.16

The chosen objective function was

J � C � �
i�1

n �
0

L

�i�1
F�wi � xi �

k�1

k�n

jk � ji� �
dxi

dl �dl

� �
0

L

�T� 1
F�Cpixi

� �T0 � T��
i�1

n

Cpi ji � �
i�1

i�n

Hfiwi

� T �
i�1

i�n

Cpiwi � q� �
dT
dl �dl, (15)

where

C �
1
2 ��x
�L� � xf�TWf�x
�L� � xf��

�
1
2 �

0

L

xTWxxdl

�
1
2 �

0

L

jTWj jdl �
1
2 �

0

L

qWqqdl. (16)

L is the total length of the reactor. C consists of
four terms. The first term controls the composi-
tion of the mixture at the end of the reactor. The
desired final composition is xf and Wf is a positive
weight matrix. The next three terms respectively
minimize the concentrations of undesired species,
species fluxes, and heat flux along the reactor? Wx

and Wj are penalty weight matrices, Wq is a scalar
penalty weight. The weight matrices are positive-
definite and chosen to be diagonal to avoid any
correlation terms. The equations describing the
reactor are incorporated into J through the La-
grange multipliers14 �i and �T. Pontryagin’s max-
imum principle17 then allows us to find the suffi-
cient conditions for optimality:

�J
�ji

�
�J
�q �

�J
�xi

�
�J
��i

�
�J
�T

� 0, (17)

�i�L� �
	J

	xi�L�
, (18)

�T�L� �
	J

	T�L�
. (19)

The adjoint equations for the Lagrange multi-
pliers are:

d�i

dl � �Wxiixi �
1
F �� �

k�1

n

�i

dwk

dxi
� �i �

k�1

n

jk �
�T�Cpixi

� � �
k�1

n

Hfk

dwk

dxi
� T �

k�1

n

Cpk

dwk

dxi
�� �

�TCpi

F��Cpixi�
2

� ��T0 � T� �
i�1

n

Cpi ji � �
i�1

n

Hfiwi � T�
i�1

n

Cpiwi � q�;

(20)

d�T

dl � �
1
F �

i�1

n

�i

dwi

dT

�
�T

F�Cpix
i
��

i�1

n �Hfi

dwi

dT �
dHfi

dT wi�� � �
i�1

n

Cpi ji

� T�
i�1

n

Cpi

dwi

dT � �
i�1

n

Cpiwi, (21)

where Wxii
is the (i,i) element of Wx

The endpoint conditions of the adjoint equa-
tions are:

�i�L� � Wfi�xi�L� � xf�; (22)

�T�L� � 0, (23)
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where Wfi
is the (i, i) entry in the Wf matrix.

The gradient of the objective function, which
will be set equal to zero, can now be calculated as

�J
�ji

� wjiiji �
�i

F �
1
F�

i�1

i�n

�ixi � �
1

L I
F2��

i�1

i�n

�i�wi

� xi �
i�1

i�n

ji � ji� �
�T�Cpixi

� �T0 � T��
i�1

i�n

Cpiji

� �
i�1

i�n

Hfiwi � T�
i�1

i�n

Cpiwi � q��dl

�
�T

F�Cpixi
Cpi�T0 � T�; (24)

�J
�q � wqq �

�T

F�Cpixi
, (25)

where Wjii
is the (i, i) element of Wj.

In the calculations, the CONMIN18 code was
used as the conjugate gradient minimizer; the
chemical kinetics package CHEMKIN-II19 was
employed to interface the thermodynamics and
kinetics data, and LSODA20 was used as a differ-
ential equation integrator.

To ensure positive mass flux densities ji, a
transformation to a new control variable j
i was
done where ji � exp(j
i). The gradient is then mod-
ified to

�J�l�
�j
i�l�

� exp� j
i�
�J

�j
i�l�
. (26)
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